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Abstract: Seeing the articulatory gestures of the speaker significantly enhances speech perception. Findings from recent 

neuroimaging studies suggest that activation of the speech motor system during lipreading enhance speech perception by 

tuning, in a top-down fashion, speech-sound processing in the superior aspects of the posterior temporal lobe. 

Anatomically, the superior-posterior temporal lobe areas receive connections from the auditory, visual, and speech motor 

cortical areas. Thus, it is possible that neuronal receptive fields are shaped during development to respond to speech-

sound features that coincide with visual and motor speech cues, in contrast with the anterior/lateral temporal lobe areas 

that might process speech sounds predominantly based on acoustic cues. The superior-posterior temporal lobe areas have 

also been consistently associated with auditory spatial processing. Thus, the involvement of these areas in audiovisual 

speech perception might partly be explained by the spatial processing requirements when associating sounds, seen 

articulations, and one’s own motor movements. Tentatively, it is possible that the anterior “what” and posterior “where / 

how” auditory cortical processing pathways are parts of an interacting network, the instantaneous state of which 

determines what one ultimately perceives, as potentially reflected in the dynamics of oscillatory activity. 

Keywords: Audiovisual speech perception, speech motor theory, functional MRI, magnetoencephalography, electroencephalo-
graphy. 

INTRODUCTION 

 Speech perception is not limited to hearing, as seeing the 
gestures and lip forms of a speaker significantly enhance 
speech perception, especially under noisy conditions [1]. It 
has been widely assumed that this effect follows the so-
called law of inverse effectiveness, that is, that the effects of 
visual stimuli are greatest when the auditory input is 
weakest. Recently, however, it was shown that the 
integration effects are most robust at intermediate signal-to-
noise ratios where more than a three-fold improvement in 
performance was observed relative to the auditory alone 
condition, possibly due to reliance on the cues provided by 
the more salient modality when one of the inputs is too 
severely degraded [2, 3]. Furthermore, it also matters what is 
being said: movements of the lips and jaw, and the position 
of the tongue in the mouth, can yield highly accurate 
information on certain speech sounds, even more accurate 
than the auditory input itself, but other speech sounds are 
very difficult to discern from each other based on 
articulatory gestures alone, resulting in that there is 
considerable variability in the lip-readability of sentences 
[4]. Indeed, there are fewer visemes (the basic constituents of 
visual speech comparable to phonemes) than there are 
phonemes. 

 In addition to lipreading or, as it sometimes is referred to, 
speech-reading, enhancing hearing, a variety of audio-visual 
illusions have been reported under artificial conditions where 
the visual stimuli are not congruent with the auditory input.  
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The ventriloquism effect, where the ventriloquist moves the 
lips of a hand doll while speaking with his own lips closed to 
create an illusion of the doll speaking, is perhaps the most 
commonplace of these phenomena. Another quite striking 
phenomenon is the so-called McGurk effect, where seeing 
and hearing incongruent phonetic sounds results in an 
illusory third-category phonetic percept. In the classical 
study by McGurk and MacDonald [5], seeing /ga/ and 
hearing /ba/ resulted in the subjects hearing /da/. 
Interestingly, the converse, visual /ba/ and auditory /ga/, did 
not result in the subjects perceiving /da/, but rather in a dual 
percept of /bga/ [5]. Further, the McGurk effect is highly 
automatic, occurring even when the subjects are informed of 
the mismatch in the visual and auditory inputs, as well as 
when a female voice is dubbed with a male face and vice 
versa [6]. These aspects of the McGurk effect suggest that 
visual stimuli can modulate processing of auditory 
information at a relatively early stage. Indeed, the three 
major questions that subsequent neuroimaging studies have 
attempted to address are 1) the anatomical locations where 
visual inputs can modulate auditory processing, 2) the 
latencies at which the effects take place, and 3) the precise 
mechanisms of interactions through which the visual stimuli 
can alter phonetic percepts. In the following, cognitive 
neuroimaging findings pertaining to these questions are 
reviewed, followed by a synthesis of the possible network of 
cerebral events that underlies audiovisual speech perception. 

SUPERIOR-POSTERIOR TEMPORAL LOBE ACTI-
VATIONS DURING AUDIOVISUAL STIMULATION 

 One of the first neuroimaging studies addressing the 
question of in which cortical areas and at what latency visual 
information has access to the auditory system was a 
magnetoencephalography (MEG) study where healthy 
volunteers were presented with auditory /pa/ syllables 
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together with short video clips of /pa/ vs. /ka/. MEG 
responses specific to the auditory /pa/ and visual /ka/ 
combination, which produced percepts of /ta/ or /ka/, were 
estimated to originate in the superior and posterior aspects of 
the temporal lobe at a relatively early latency of 150-200 ms 
from stimulus onset [7]. Subsequent MEG [8, 9] and EEG 
[10-14] work has confirmed that lipreading modulates 
auditory-cortical responses to speech sounds as early as ~100 
ms from stimulus onset, while visual motion related non-
specific suppression has been observed as early as 50 ms 
from sound onset [14]. At 50 and 100 ms latencies the 
auditory evoked responses are presumed to be mostly 
originating from the primary and secondary auditory cortical 
areas posterior to the primary auditory cortex, respectively 
(for a review, see [15]). In a recent study, lipreading /ga/ 
significantly suppressed left-hemisphere MEG responses at 
~100 ms latency to the F2 transition contained in /ga/, as 
compared with lipreading of /ba/ (see Fig. 1), suggesting that 
visual speech selectively adapts posterior auditory cortex 
neural populations tuned to formant transitions [9]. As the 
formant transitions are the elementary sound-sweep 
constituents of phonemes, these results suggest that the 
effects of lipreading can be highly specific and occur at a 
relatively early level of sound feature processing. 

  

Fig. (1). Lipreading suppresses auditory cortex ~100 ms responses 

speech sound formant specifically. TOP: Sinusoidal sound sweep 

analogs of the first formant transition common to /ba/, /ga/, and /da/ 

sounds, and a continuum of second-formant transitions ranging 

from the second formant sweep contained in /ba/ to that contained 

in /ga/ were presented to subjects while they were watching a 

sequence of short videoclips of a person articulating either /ba/, 

/ga/, or a still-face control picture. BOTTOM: Comparison of MEG 

responses to the second-formant sound sweep contained in /ga/ in 

the still-face baseline, /ba/, and /ga/ lipreading conditions disclosed 

suppressed responses ~100 ms from sound onset when the subjects 

were lipeading /ga/ (adapted with permission from [9]).  

 
 Functional magnetic resonance imaging (fMRI) studies 
have suggested that silent lipreading can activate the primary 
auditory cortex [16, 17] (although see also [18]), and 
findings of modulation of EEG brain stem responses during 
lipreading suggest that there might be hierarchically even 
lower-level effects [19]. Tentatively, it is possible that the 

primary auditory cortex activations resulted from modulation 
of the receptive field properties of the auditory cortical 
neurons thus leading to the ongoing fMRI scanner noise 
eliciting differential activations during lipreading vs. 
baseline conditions (see [20]). The primary auditory cortex 
activations are not, however, as robust as the secondary 
auditory cortex activations during silent lipreading [16, 18, 
21]. Further, given the limited temporal resolution of the 
hemodynamic responses that fMRI measures, it was not 
possible to determine whether the primary auditory cortex 
activations were due to back-projections from hierarchically 
higher secondary auditory or heteromodal cortical areas, or 
whether they were due to direct connections that have been 
described between the visual cortex and primary auditory 
cortex in monkey [22]. There are findings suggesting that at 
least some of the visual stimulus influence is due to direct 
connections from the visual to auditory cortical areas (for a 
review, see [23]), but it is likely that direct visual-to-auditory 
cortical connections do not fully explain the influence of 
lipreading on speech perception. For a recently published 
summary of the multisensory inputs and outputs of the 
auditory cortex in the monkey, see [24]. 

 There are several fMRI studies that have mapped cortical 
areas exhibiting either larger or smaller hemodynamic 
responses to audiovisual stimuli as compared with the sum 
of auditory and visual unimodal stimuli in an attempt to 
identify loci of multimodal sensory integration. It can be 
surmised that neurons responding to both auditory and visual 
stimuli are weakly driven when near-threshold auditory and 
visual stimuli are presented unimodally, whereas bimodal 
presentation results in the inputs exceeding the threshold, 
resulting in that bimodal stimuli elicit supra-additive 
responses compared with responses to unimodal stimuli. On 
the other hand, when using clearly audible/visible stimuli, 
unimodal inputs can also drive the multimodal neurons and 
thus the sum of unimodal responses exceeds the responses 
elicited by bimodal stimulation. The first of such 
neuroimaging studies disclosed supra-additive hemodynamic 
responses to continuous audiovisual speech in the posterior 
part of the left superior temporal sulcus (pSTS) [25]. The 
finding of pSTS being involved in audiovisual speech 
integration has been replicated in subsequent fMRI [26-37], 
positron emission tomography (PET) [38], and intracranial 
EEG [39] studies (although see also [40]). Corroborating 
findings have also been obtained in non-human primate 
studies, where visual stimuli were found to specifically 
modulate caudal auditory cortical fields [41]. Further, much 
like what has been observed in animal studies [42], there 
appears to be patches of cortex adjacent to each other within 
the human pSTS responding to auditory, visual, and 
audiovisual stimulation [31].  

 What makes the audiovisual posterior STG/STS 
activations especially relevant is that they correlate with 
perception: posterior STS activity was observed when 
temporally offset auditory and visual stimuli were 
perceptually fused [32], and in a recent study STG and STS 
response magnitudes were found to significantly correlate 
with the perceptual magnitude of the McGurk illusion [43]. 
A recent study showed, using intracranial recordings in 
epileptic patients, that the audiovisual integration effects can 
take place as quickly as 30 ms from sound onset in the 
secondary auditory cortical areas [44], even though it is 
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unlikely that such early interaction effects could account for 
audiovisual integration effects at the phonetic level, as the 
McGurk illusion has been reported to tolerate a relatively 
wide degree of asynchrony between the auditory and visual 
speech stimuli, with fusion percepts arising when stimulus 
asynchronies ranged from 34 ms auditory leading the visual 
stimulus to +173 ms auditory lagging the visual stimulus 
[45]. It is possible this is due to there being, under natural 
conditions, variable delays from the visual to the auditory 
stimuli, depending on the type and context of a given 
articulatory gesture, as well as the physical distance between 
the speakers. 

 Another highly interesting question to which 
neuroimaging studies have attempted to address is which 
aspects of the seen articulations influence auditory speech 
processing. When the visual stimuli were wavelet-filtered to 
specifically retain information on the place of articulation, 
specific activations were observed in the middle temporal 
gyrus (MTG), pSTS, and posterior superior temporal gyrus 
(pSTG) in an fMRI study [30] (see Fig. 2). Place of 
articulation cues have also been suggested to underlie the 
suppression of auditory cortical MEG responses ~100 ms 
from stimulus onset [46]. In behavioral studies, the onset of 
opening of the vocal tract in the videoclip was observed to 
trigger the verbal transformation [47] and McGurk [48] 
effects. Further, the highly dynamic auditory information 
contained in the second and higher formants have been 
specifically implicated in the McGurk effect [48]. 

 
 

Fig. (2). Seeing the place of articulation enhances activations to 

speech sounds in the superior-posterior temporal lobe. TOP: The 

unfiltered articulating face contained all visual speech gesture 

motion, the spatial midfrequency wavelet band-pass filtered 

condition maintained the place of articulation information, and the 

spatial low-frequency wavelet band-pass filtered condition 

consisted of gross properties of movement of the lips, jaw, and 

head. BOTTOM: Sites of multi-sensory integration selectively 

induced by auditory and visual correspondence of place of 

articulation information, revealed by contrasting the activity during 

both the middle-frequency and unfiltered conditions with the 

activations during the low-frequency condition, were localized 

predominantly to the left middle temporal gyrus, left superior 

temporal sulcus, and left superior temporal sulcus (adapted with 

permission from [30]). 

 
 The importance of synchronous timing of auditory and 
visual stimulus presentation has also been documented in 
non-human primate studies. Multisensory enhancements 
were observed in the primary and secondary auditory cortical 
local field potentials when species-specific vocalizations and 
video-clips of associated articulatory gestures were presented 
to non-human primates in synchrony, whereas suppression of 
responses abounded with delayed voice-onset times [49]. A 
subsequent study disclosed timing-dependent multisensory 
integration effect specifically in the LFP alpha-frequency 
band in the monkey STS [50]. Thus, it is possible that the 

visually salient onset events in seen articulations cause rapid 
enhancements in the posterior auditory cortical areas, 
followed by post-stimulus inhibition, which can be even 
more important for audiovisual integration than the initial 
excitation [20, 51]. It has also been recently proposed that 
the articulatory gestures phase-reset the ongoing auditory 
cortical oscillatory activity, thus enhancing processing of the 
auditory stimulus especially when listening to continuous 
speech [52]. 

IS THE SUPERIOR POSTERIOR TEMPORAL LOBE 
PART OF A SPEECH MOTOR PROCESSING PATH-

WAY? 

 Taken together, these findings suggest that the posterior 

temporal lobe areas are pivotal for integration of visual 

information with auditory inputs to facilitate, or in the case 

of artificially mismatched visual and auditory inputs, distort, 

speech perception. This is in somewhat of a contrast with 

findings from neuroimaging studies of speech perception 

that have consistently shown speech-sound specific 

activations in areas anterior and lateral to the primary 

auditory cortex [53-55], while the posterior temporal lobe 

areas have been shown to be more involved in sound 

location processing than with processing of speech sounds. 

Studies directly contrasting selectivity of anterior vs. 

posterior auditory cortex to spatial location of the auditory 

stimuli vs. species specific vocalizations (in non-human 

primates) and speech sounds (in humans) showed that the 

anterior auditory cortex is selective to speech/vocalization 

sounds and the posterior auditory cortex is selective to 

spatial locations [56-59]. Contrasting these findings, there 

are studies that have found evidence for speech specific 

responses in the posterior temporal areas [60-62]. While 

studies comparing responses to speech vs. non-speech 

sounds could always be criticized on the grounds that it is 

possible that physical differences between the sounds could 

have caused the differential activations, activation of the left 

pSTS was also observed when subjects perceived physically 

identical sine-wave speech stimuli as speech vs. meaningless 
noise in a recent fMRI study [62].  

 To account for this discrepancy in findings, it has been 

proposed that the posterior temporal areas would not be 

restricted to spatial processing, but might constitute a 

parallel stream processing also certain aspects of speech [63-

66]. Specifically, it has been proposed that the dorsal stream 

would be responsible for mapping speech sounds onto 

articulatory-based representations, or “doable” articulations 

and sounds [63-65], thus suggesting that the competing 

acoustic-perceptual [67, 68] and motor theories [69, 70] of 

speech perception would both hold true, but manifested in 

parallel and complementary processing pathways. Given the 

abundance of findings linking audiovisual speech perception 

with the posterior speech-motor processing pathway, it is 

easy to come up with a hypothesis in which the visual 

information during lipreading would be merged with 

information/knowledge of the speech motor schemes via a 

mirroring type of process, as well as with the associated 

speech sounds. Findings from developmental studies, as well 

as the way that anatomic connections are organized in the 
brain, yield support for this interpretation. 

Unfiltered middle-frequencies low frequencies baselineUnfiltered middle-frequencies low frequencies baseline
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DEVELOPMENT OF AND CONNECTIVITY SUP-
PORTING AUDIOVISUAL SPEECH PERCEPTION 

 Learning to perceive audiovisual speech occurs relatively 
fast after birth. It has been reported that infants can perceive 
correspondence between speech sounds and articulatory 
gestures, and also imitate speech sounds that are presented to 
them, already at the age of 18 to 20 weeks [71]. Further, at 
this age infants have also been observed to exhibit the 
McGurk illusion [72]. It is quite characteristic for infants to 
pay attention to facial stimuli [73]. As a result, there are 
plentiful of occasions in which auditory and visual speech 
cues take place simultaneously. Further, given that it is also 
characteristic for infants to imitate facial gestures, already as 
early as at the age of 12-21 days [74], it is likely that there is 
associated motor system activity occurring more or less 
simultaneously as the auditory and visual speech cues. 
Following from the principles of Hebbian learning [75], such 
a pattern of simultaneously occurring firing across the 
auditory, visual, and motor systems should result in 
ensembles of neurons that are sensitive to acoustic features 
that co-occur with certain salient visual and speech motor 
cues (although see also [51]). Supporting the role of speech 
motor system in speech perception learning, subtle deficits in 
phonetic/word learning have been observed in children 
suffering from dys/anarthia [76]. 

 The posterior temporal lobe areas constitute a candidate 
area for convergence of auditory, visual, and motor system 
inputs, given that it lies at the intersection of auditory and 
visual cortical areas, and that it receives motor connections 
via the arcuate fasciculus. Especially the close proximity to 
the posterior temporal areas of the visual middle temporal 
area (MT) that is devoted to visual motion processing is 
important as it is vital for the processing of moving lips. 
Further, it is possible that the spatial processing requirements 
involved in the task of associating sounds, seen articulations, 
and one’s own motor movements play a role in audio-visuo-
motor integration, given the prominent role of posterior 
auditory cortex in spatial processing [56-59]. While the 
anterior temporal lobe also receives connections from the 
prefrontal speech motor areas via the uncinate fasciculus, the 
anterior temporal lobe areas are further away from sensory 
visual processing areas such as the area MT. Indeed, 
connectivity across a wider network of cortical areas is vital 
for the formation of the posterior temporal cortex speech 
motor processing qualities. Consistent with this, audiovisual 
stimuli have been, in addition to posterior temporal lobe, 
consistently reported to activate the speech motor system and 
parietal areas (see Fig. 3). These findings are reviewed 
below. 

 
 

Fig. (3). An example of activation of speech motor areas, including 

Broca’s area, motor cortex, and parietal cortical areas, during 

audiovisual speech perception in a recent study (adapted with 

permission from [79]). 

THE SPEECH MOTOR SYSTEM IS ACTIVATED 
DURING AUDIOVISUAL SPEECH PERCEPTION 

 The brain areas that have been found to be activated 
during lipreading / audiovisual stimulus processing in 
addition to the posterior STG/STS include the inferior-lateral 
prefrontal cortex corresponding to the Broca’s area [28, 32-
34, 77-81], motor cortex [33, 34, 43, 77, 81], somatosensory 
cortex [33, 34], posterior parietal cortex [32, 77, 80, 81], 
claustrum [27], and insular cortex [32, 43]. Taken together 
these studies indicate that the speech motor system, 
consisting of Broca’s area and the motor cortex and closely 
linked with the somatosensory and posterior parietal areas, 
participates in audiovisual speech perception. The specific 
role and the relative timing of the speech motor system in 
shaping posterior STG/STS activity during audiovisual 
speech perception has been a topic of intense study.  

 There are MEG findings suggesting that the speech 
motor area activations occur during silent lipreading at a 
significantly longer latency than the posterior STG/STS 
activations [77], thus raising the question of whether the 
speech motor area activity is secondary to the perceptual 
process itself—for instance, one could speculate whether the 
activation of the speech motor system was due to the 
subjects subvocally rehearsing the stimuli that were 
presented to them, something that is, however, not supported 
by findings of a lack of facial EMG activity in experimental 
designs eliciting robust speech motor system activations 
during audiovisual stimulation [79]. Further, in trans-cranial 
magnetic stimulation (TMS) studies, it has been shown that 
reducing the excitability of motor cortex disrupts phonetic 
categorization [82], and that this effect was recently shown 
to be articulator-specific [83]. It is also possible that the use 
of still rather than dynamic face stimuli [77] affected the 
MEG results, as this has been subsequently shown to 
potentially affect how audiovisual speech is processed [78]. 
Further, the MEG inverse estimates are always subject to 
certain degree of localization uncertainty and between-
source cross-talk given the ill-posed nature of the 
electromagnetic inverse problem [84].  

 In a recent fMRI study, motor cortical and posterior 
parietal activations were observed to correlate, in addition to 
STG/STS, with the perceptual magnitude of the McGurk 
illusion [43], suggesting that the speech motor system does 
play a crucial role in how visual stimuli modulate speech 
perception. These findings corroborate and extend earlier 
findings of parietal and inferior frontal activations when 
temporally offset auditory and visual stimuli are perceptually 
fused [32]. Perhaps one of the most compelling findings 
speaking for the crucial role of speech production areas in 
audiovisual speech perception comes from a recent fMRI 
study (see Fig. 4), where activity patterns in frontal areas, 
resulting from the illusory /ta/ percept that was produced by 
simultaneously presented auditory /pa/ and visual /ka/, were 
more similar to the activity patterns evoked by audiovisually 
congruent /ta/ than they were to patterns evoked by 
congruent audiovisual /pa/ or /ka/ [34]. In contrast, the 
activity elicited by auditory /pa/ combined with visual /ka/ 
initially resembled in posterior auditory and visual cortical 
areas the activity evoked by congruent audiovisual /pa/ and 
/ka/ stimuli, respectively [34]. At a longer latency, the 
activity patterns in the posterior temporal and visual cortical 

 



34    The Open Neuroimaging Journal, 2010, Volume 4 Iiro P. Jääskeläinen 

areas became to resemble the activity pattern elicited by 
audiovisual /ta/, suggesting that there was an efference copy 
from the speech motor system that shaped phonetic 
perception at the sensory-cortical level [34]. The finding of 
fast access of visual information to prefrontal cortex, 
followed by a feedback to sensory areas has also been 
suggested by combined fMRI and MEG studies of object 
recognition [85]. Further, supporting this line of thinking, 
recent MEG findings were interpreted as suggesting that 
visual inputs are converted to motor-linguistic 
representations prior to their fusion with auditory 
information [14]. 

CONCLUDING REMARKS 

 Visual speech cues, lip forms, the position of the jaw, and 
the position of the tongue in mouth, significantly affect how 
information through the auditory system is processed in the 
brain, with congruent audiovisual stimuli improving speech 
perception, and incongruent stimuli in certain cases resulting 
in distorted percepts. It appears that visual speech cues, 
especially cues on the place of articulation, affect auditory 
processing. Visual-auditory interactions take place even at 
the level of the primary auditory cortex and/or auditory brain 
stem, which might play a role in how auditory stimuli are 
filtered to enhance speech perception. The vast majority of 
human neuroimaging studies have, however, implicated the 
posterior STG/STS as the area where articulatory gestures 
speech-specifically modulate auditory processing, even at 
surprisingly short latencies of a few tens to one hundred 
milliseconds. Given the hypothesis that there are two parallel 
speech processing pathways, an anterior pathway 
presumably devoted to processing speech based on acoustic 
cues, and a posterior pathway where neuronal receptive 
fields are shaped by simultaneous visual, auditory, and 
speech motor cues, it remains an open question where in the 
brain speech percepts ultimately emerge. From lesion studies 
it is well known that patients with damage to the speech 
motor system can retain their speech comprehension 
abilities, while patients with lesions of the temporal cortex 
often experience severe problems comprehending speech. 
Thus, it is unlikely that the speech motor system is where the 
conscious speech percepts form, but rather it is possible that 
the speech motor system activations caused by lipreading 

modulate the posterior temporal cortex activity patterns. 
Tentatively, it is possible that the anterior and posterior 
processing pathways are parts of an interacting network [86], 
the instantaneous state of which determines what one 
ultimately perceives, as potentially reflected in the dynamics 
of oscillatory activity [52, 87]. 
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Fig. (4). Correlations as a function of time of the distributions of activations elicited by incongruent audiovisual syllable (auditory /pa/ and a 

visual /ka/) with the distributions of activation to congruent audiovisual /pa/ (gray), /ka/ (blue), /ta/ (orange) in A) ventral premotor cortical 

areas, B) left supramarginal gyrus, and (C) visual cortical areas. Note that the activity patterns in premotor areas correlated to those elicited 

by the /ta/ at a shorter latency than in the temporo-parietal and visual cortical areas, suggesting that that there was an efference copy from the 

speech motor system that shapes phonetic perception at the sensory-cortical level (adapted with permission from [34]). 
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